Salinity-induced increase of the hydraulic conductivity in the hyporheic zone of coastal wetlands
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Abstract
In coastal zones globally, salinization is rapidly taking place due to the combined effects of sea level rise, land subsidence, altered hydrology, and climate change. Although increased salinity levels are known to have a great impact on both biogeochemical and hydrological processes in aquatic sediments, only few studies have included both types of processes and their potential interactions. In the present paper, we used a controlled 3-year experimental mesocosm approach to test salinity induced interactions and discuss mechanisms explaining the observed hydrological changes. Surface water salinity was experimentally increased from 14 to 140 mmol Cl per L (0.9 and 9 PSU) by adding sea salt which increased pore water salinity but also increased sulfate reduction rates, leading to higher sulfide, and lower methane concentrations. By analyzing slug test data with different slug test analysis methods, we were able to show that hydraulic conductivity of the hyporheic zone increased 2.8 times by salinization. Based on our hydrological and biogeochemical measurements, we conclude that the combination of pore dilation and decreased methane production rates were major controls on the observed increase in hydraulic conductivity. The slug test analysis method comparison allowed to conclude that the adjusted Bouwer and Rice method results in the most reliable estimate of the hydraulic conductivity for hyporheic zones. Our work shows that both physical and biogeochemical processes are vital to explain and predict hydrological changes related to the salinization of hyporheic zones in coastal wetlands and provides a robust methodological approach for doing so.
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1 | INTRODUCTION

Climate change, sea level rise, and extensive land use change have resulted in an increasing occurrence of salinization of surface waters (Abacar & Post, 2010; Herbert et al., 2015) and increased saline groundwater intrusion in coastal zones (i.e., Oude Essink, Van Baaren, & De Louw, 2010; Rengasamy, 2006; Velstra, Groen, & De Jong, 2011; Werner & Simmons 2009). This not only affects agricultural land use (Katerji, Van Hoorn, Hamdy, & Mastorilli, 2003; Rengasamy, 2010) but also threatens groundwater resources used for drinking water abstraction, and the ecological functioning of natural freshwater wetlands due to large biogeochemical consequences of salinization (e.g., Bonte & Zwolsman, 2010; Herbert et al., 2015; Lamers, Smolders, & Roelofs, 2002a; Oude Essink & Kooi, 2011; Pitman & Lauchli, 2002).

In addition, anthropogenically lowered surface water levels and groundwater levels have resulted in increased land subsidence rates, especially in areas with peaty soils such as densely populated deltaic areas. The western part of the Netherlands is an example of a coastal wetland prone to both salinization and land subsidence, with regions showing more than four meters of subsidence during the last millennium, large parts of which are now situated below mean sea level (Nieuwenhuis & Schokking, 1997; Schothorst, 1977). Although these low areas are generally protected against flooding by the construction of dikes and the implementation of complex water management systems, protection against salinization due to upwelling of brackish or saline groundwater or a shortage of freshwater supply, especially during dry summers also needs to be implemented (De Louw et al., 2011; Oude Essink et al., 2010; Velstra et al., 2011).
Water management in these areas needs to consider that increased salinity has a strong effect on soil and water biogeochemistry as a result of the increase in ions such as chloride (Cl), sodium, magnesium, and calcium but also sulfate. Surface water salinization will primarily affect hydrological and biogeochemical processes in the hyporheic zone (here defined as the aquatic sediment, the interface between surface water and groundwater conform; Orghidan, 1959). The hyporheic zone is of special interest because it is a hotspot for biogeochemical processes and often harbors a large microbiological diversity and steep redox gradient (Boulton, Findlay, Marmonier, Stanley, & Valett, 1998; Storey, Fulthorpe, & Williams, 1999). Increased salinity in the sediment can have important biogeochemical and eco(hydro)logical consequences including direct effects on plant and animal communities (Nielsen et al., 2003; Remane & Schlieper, 1958) including agricultural crops and cattle (Pitman & Lauchli, 2002) but also changes in microbial communities and related biogeochemical cycling (e.g., Baldwin, Rees, Mitchell, Watson, & Williams, 2006; Van Dijk et al., 2015; Weston, Dixon, & Joye, 2006).

Indirectly, the increased water density due to increased surface water salinity may also have physical and hydrological consequences. However, only few studies focus on the effects of surface water salinization on hydrological and biogeochemical processes and their interactions in the hyporheic zone of coastal wetlands, especially long-term effects have yet to be analyzed. Laboratory studies showed that salinity may influence the hydraulic conductivity of soils (Mehnert & Jennings, 1985) modifying the infiltration rate of saline water into soils and altering groundwater flow patterns. Most studies, however, deal with mineral soils, and little knowledge exists about the effects of salinity on the interaction between biogeochemical processes and the hydraulic conductivity of peat soils. Water flow through wetland sediments is affected by the hydraulic conductivity, which can vary greatly among different types of peat with varying degrees of decomposition (e.g., Boelter, 1969; Chason & Siegel, 1986; Stofberg, Van Engelen, Witte, & Van der Zee, 2016). Laboratory experiments and models (e.g., Comas & Slater, 2004; Kettridge & Binley, 2010; Ours, Siegel, & Glaser, 1997) indicate that increased salinity can increase flocculation of particles such as humic acids in peat soils, causing pore dilation which potentially influences the hydraulic conductivity of peat soils. As a consequence of increased salinity, increased sulfate concentrations can enhance sulfate reduction in anaerobic sediments and suppress methanogenesis (Baldwin et al., 2006; Lamers et al., 2002b; Segers, 1998; Weston et al., 2006) that is known to influence hydraulic conductivity in peatlands (Baird & Waldron, 2003). Although these studies indicate large effects of salinity on hydrology or biogeochemistry, the combined measurement of biogeochemical and hydrological processes in long term field studies is to our knowledge currently missing. In the present paper, the effects of increased salinity (140 mmol Cl per L [9 PSU]; brackish conditions) on biogeochemical processes and the hydraulic conductivity in the hyporheic zone were studied in a controlled field experiment in a Dutch coastal peatland. We hypothesized that interacting biogeochemical and hydrological processes increases the infiltration rate of saline water into the sediment under increased surface water salinity.

### 2 | MATERIALS AND METHODS

#### 2.1 | Site description

The field experiment was carried out in a large permanent ditch (more details below) located in a freshwater coastal wetland (Ilperveld) located north of Amsterdam (the Netherlands). This semi-natural wetland is a nature reserve including large areas of open water connected via sluices and pumping stations to surrounding canals (e.g., Noordhollands Kanaal) with a strictly regulated surface water level of about 1.5 m below mean sea level. The wetland has been influenced by anthropogenic use since the Middle Ages. We selected the Ilperveld because it was affected by the infiltration of brackish surface water and several flooding events during the last centuries as a result of anthropogenic land subsidence. Since the 1930s, the influence of brackish water decreased and salinity levels dropped due to the construction of a large dam (Afsluitdijk) eliminating seawater influence (De Beaufort, 1954). The chemical sediment composition, however, is still indicative of the former brackish influence (increased Cl, sodium, and sulphur [S] concentrations). The soil surface level of the area varies between 1.3 and 1.5 m below mean sea level (-1.3 to -1.5 m). Directly adjacent to the study area, there are a number of deeper polders (agricultural lands that need active pumping to avoid flooding; surface level at ~4 to ~5 m).

The Ilperveld subsoil is characterized by a sequential stratification of peat and clay layers (Westland formation [Figure 1]). The toplayer consists of a 2 m thick peat deposit, situated on top of a 3 m thick layer of sequential stratification of peat and clay layers. These layers are underlain by a 30 m sandy aquifer (Formation of Twente) based on a sand layer rich in loam and silt (Formation of Drente; National Dino Database, TNO). The area is part of a large former Sphagnum bog that was formed between 2,500 and 1,500 years before present (Bakker & Van Smeerdijk, 1982; Willemsen, Van’t Veeër, & Van Geel, 1996; Witte & Van Geel, 1985). The area has been strongly affected by anthropogenic influence (i.e., drainage, construction of ditches and canals, peat extraction, and the creation of deep polders), which had a major impact on its hydrological functioning. The current average phreatic groundwater level fluctuates around the average surface water level (~1.53 m NAP [below mean sea level]). The hydraulic head of the phreatic aquifer is at about ~2.5 m NAP in the southern and ~3 m NAP in the northern part (i.e., 0.97 and 1.47 m below surface water level, respectively). Despite strong land subsidence, the groundwater head of the phreatic layer is lower compared with the regional hydraulic head, indicating downward seepage of approximately 0.1 mm/d based on hydrological modeling (Nelen & Schuurmans Consultants, 2005).

The experiment was carried out in a dead-end canal (52° 27.225 N–4° 55.885E) of about 250 m long and 10–15 m wide, with a water depth of 1.3 m, surrounded by reedlands and agricultural peat meadows. The aquatic sediment was unvegetated and consisted of a 15 cm decomposed organic sludge layer on top of a 1.5 m thick layer of Sphagnum peat on clay (Figure 1). Both the sludge and the peat layer are rich in organic matter (75% and 90%). The bulk density of the peat (80 g DW per L; 48 hr at 70°C) is higher compared with that of the sludge layer (60 g DW per L).
2.2 | EXPERIMENTAL SET-UP

2.3 | Enclosure experiment

To test the effect of salinity on hydraulic conductivity of the hyporheic zone, we placed 16 enclosures (diameter 95 cm) in an unvegetated canal. To avoid canal-edge effects, we placed the enclosures in the middle of the canal, and randomly assigned an increased salinity \((n = 4)\) and a control \((n = 4)\) treatment (eight extra enclosures, with two intermediate salinity treatments were placed in which only chemical parameters and the enclosure volume were determined). The enclosures had stainless steel frames and flexible polyvinylchloride (PVC) foil \(\approx 1\) mm thick). Flexible PVC foil was used to reduce the effect of the enclosure itself and to assure the effect of waves, wind, and mixing were not fully excluded, which would have been the case with fixed sides. The top of the open PVC enclosures was connected to the steel frame by rubber bands, keeping the upper part 30 cm above the water surface (Figure 1). At the bottom the enclosures were fastened to a steel ring (30 cm length), placed at 40 cm below the sediment–water interface. In this way, miniature ponds with flexible volumes were created, in which interactions between the atmosphere (precipitation and evaporation) and the enclosed surface water remained intact. Vertical exchange of water between the surface water, the hyporheic zone, underlying sediments, and groundwater also remained intact (Figure 1). Lateral flow of the surface water was eliminated, while lateral pore water flow (up to the installation depth of 40 cm beneath the sediment–water interface) was strongly reduced inside the enclosure. During the experimental period enclosures of both the control and the increased salinity treatment must nevertheless have lost water via the aquatic sediment underneath the steel ring due to the average precipitation surplus of about 300 mm/year (30 years average, Sluijt, Leenaers, & Camarasa, 2011, recent years KNMI, 2015) at the study location and an equal surface water level inside and outside the enclosures (visual observations).

2.4 | Salinity treatment

In four enclosures, the surface water salinity was increased from the ambient canal condition of 14 mmol/L Cl (0.9 PSU, low salinity, and control treatment), to 140 mmol/L Cl (9 PSU increased salinity treatment), by adding artificial sea salt (Tropic Marin®). The 140 mmol/L treatment was selected as a realistic salinity level for future salinization in Dutch coastal wetlands. To keep salinity as constant as possible, and to avoid dilution by rainwater, sea salt was added periodically during the experimental period when surface water salinity levels dropped to values that were 10% lower than the target values; pore water salinity however remained stable.

2.5 | Hydrological measurements

Surface water volumes of the flexible enclosures were measured at the start and end of the experiment (August 12, 2010 to July 30, 2013, total duration of 35 months). The volume of the enclosures was calculated based on measurements of enclosure diameter at the surface water level \((R_1\) in Figure 2), based on the volume of a two-truncated cone (Equation 1) and assuming that the middle of the flexible bag had the smallest diameter. Based on the difference between enclosure diameter (at the surface water level) and the diameter of the steel frame at the top, the angle of the cones was calculated. The volume
of the enclosures was calculated by summing the volume of two truncated cones, using Equation 1 and Figure 2.

\[ V = \frac{1}{3} \pi h \left( R^2 + Rr + r^2 \right) \]  

(1)

To measure the in situ effect of salinity on the saturated horizontal hydraulic conductivity \(K_s\), slug tests were used, after placement of piezometers, to quantify \(K_s\) in the hyporheic zone (Ong & Zlotnik, 2011).

The bottom-end of the piezometers was closed water-tight with a cap, and the perforated section was covered with nylon cloth to prevent clogging of the filter. Time series of water pressure (frequency 2 s⁻¹) were obtained using divers (TD Divers DI240, Van Essen Instruments), which were placed in the piezometers. The piezometers consisted of cylindrical PVC tubes (outer diameter 31 mm), with the filter (70 mm) located in the denser Sphagnum-dominated peat layer at a depth of 35–42 cm below the surface water-aquatic sediment boundary (Figure 1). The filter was constructed by drilling holes (diameter 0.7 mm, 84% perforation of total filter surface) in the piezometer (Bouwer et al., 1976; Thiem, 1906) (Equation 2):

\[ Q(t) = 2\pi K_s L \frac{h(t)}{T} \]  

(2)

where \(Q(t)\) is flow rate, \(L\) is the filter length, \(h(t)\) is the increase in water level in the piezometer relative to the initial groundwater level, and \(F\) is a shape factor correcting for the piezometer geometry. Bouwer and Rice (1976) empirically developed equations to derive \(F\) from the piezometer radius, position of the filter below the groundwater table, and estimated aquifer thickness. The performance of these empirical equations for many realistic field applications (requiring relatively small filter length as compared with filter diameter) is, however, limited (Brown, Narasimhan, & Demir, 1995; Hyder & Butler, 1995; Zlotnik, Goss, & Duffield, 2010). More recently, Zlotnik et al. (2010) established a general, analytical closed-form expression of the BR shape factor \(F_{ZGD}\) to account for piezometer geometry (Equation 3).

\[ F_{ZGD} = \left( \sum_{i=1}^{n} \left( \cos \left( \beta_i \frac{H}{D} \right) - \cos \left( \beta_i \frac{H-L}{D} \right) \right) \right)^2 \times \frac{K_0 \left( \beta_0 R_e \right)}{K_1 \left( \beta_1 R_e \right)} \frac{L}{2 D^2} \]  

(3)

Here, \(K_0\) and \(K_1\) are the modified Bessel functions of third kind and zeroth or first order and \(\beta_i = n (i - 0.5)\). \(R_e\) represents the piezometer radius scaled by the anisotropy coefficient (Equation 4).
\[ r_w' = \frac{r_w}{\sqrt{K_h/K_v}} \]  

The coefficients \( K_h \) and \( K_v \) are the horizontal (h) and vertical (v) saturated hydraulic conductivity. We assumed the peat sediment had an anisotropy ratio of one. See Zlotnik et al. (2010) for details on the derivation and Nijp (2015) for the calculation of \( F_{ZGD} \) using the R software (R Core Team, 2014). The only remaining assumption is that the storativity is negligible. Following recommendations by Butler (1998) to minimize the effects of compression on the calculation of \( K_s \), we selected a normalized head range of 0.2–0.3. The quality of the \( K_s \) estimates was assessed by comparing observed and simulated water pressures using Willmott’s modified index of agreement (Legates et al., 2011; Willmott et al., 1985).

2.7 Chemical analyses

Surface water samples and sediment pore water samples were taken in the period of June to August 2013. Sediment pore water samples were collected at 5, 15, 30, and 60 cm depth in the sediment with a vacuumed syringe connected to a ceramic cup via a Teflon tube. Pore water depth profiles were collected in the highest and lowest salinity treatment (the treatments where the slug tests took place); in the two intermediate salinity treatments, pore water samples were only collected at 10 cm depth. Extra sediment pore water samples were collected for pore water methane analyses by connecting vacuumed 12 ml glass exchangers (Labco exchanger®, High Wycombe, UK) in which concentrations were measured in the headspace and recalculated for the water volume using Henry’s constant.

For the analyses of S, calcium, and magnesium inductively coupled plasma spectrophotometry (ICP-OES) with an Emission Spectrometer, Thermo Scientific iCAP 6000 Series ICP was used. Prior to elemental analyses, 10 ml of each sample was stored at 4°C until analyses with 0.1 ml (65%) HNO₃ to prevent metal precipitation. To determine sodium and Cl concentrations, 20 ml of each sample was stored at −20°C and analyzed colorimetrically with an Auto Analyzer 3 system (Bran and Luebbe). Sodium and potassium were determined with a Technicon Flame Photometer IV Control (Technicon Corporation). CH₄ concentrations were measured with a Hewlett-Packard 5890 gas chromatograph (Avondale, California) equipped with a flame-ionization detector and a Porapak Q column (80/100 mesh) operated at 120°C with N₂ as carrier gas. Sulfide concentrations were determined directly after sampling by fixing 10.5 ml pore water with 10.5 ml Sulfide Anti Oxidant Buffer, and using an Orion sulfide-electrode and a Consort Ion meter (type C830) for analyses (Van Gemen, 1984).

2.8 Data analysis

The differences in enclosure volume between the control and salinity treatment was tested with a one-way analysis of variance (ANOVA). We tested for normality and homogeneity of variances using the Shapiro–Wilks test and Levene’s test, no transformations were applied to the data. Differences in pore water element concentrations over depth were assessed using a generalized linear mixed model, using
depth were assessed using a generalized linear mixed model, using

salinity treatment and depth as fixed factor and time as repeated factor; the co-variance type used was AR(1) Heterogeneous. A Least Significant Difference post-hoc test was used to test for statistically significant differences. Differences in hydraulic conductivity \( (K_s) \) between salinity treatments were assessed with a two-way ANOVA with salinity treatment and slug test analysis method as fixed factors, and enclosure as within-subjects factor. The three replicated slug tests per enclosure yielded very similar \( K_s \) estimates (median deviation from mean per enclosure was 3%), indicating that the reproducibility of slug tests is high and no well development was required. This was supported by a repeated measure ANOVA with slug test analysis method and salinity treatment as fixed factors and repetition as within-subjects factor, showing that \( K_s \) did not significantly differ at different points in time \( (p > 0.2) \). We therefore removed the factor time from our analysis.

Data were normally distributed (Shapiro–Wilk test; \( p > 0.07 \)), but the assumption of homogenous variances among treatment-method groups was not met \( (p = 0.001) \). To account for this violation, we calculated robust standard errors using a robust parameter estimate covariance matrix in the Generalized Linear Model procedure (White, 1980). All tests were carried out using SPSS Statistics for Windows (Version 21.0. IBM Corp. Armonk, NY, 2012).

3 RESULTS

3.1 Salinity effects on hydrology

During the start of the experiment the water volume of the flexible enclosures was around 1,050 L and did not differ between both salinity treatments \( (p = 0.55) \) (Figure 3a). After 3 years however, the water volume in the enclosures with increased salinity had decreased by 61% \( (p < 0.001) \) (Figure 3a). The enclosure volume measured after two experimental years decreases logarithmically as function of salinity \( (R^2 = 0.99; \text{Figure 3b}) \). An opposite relation was found between enclosure volume and pore water methane concentrations \( (R^2 = 0.99; \text{Figure 3c}) \). Two intermediate salinity treatments are presented in Figure 3, which are not further discussed in the present paper as other hydrological measurements (slug tests) were only done in the 14 and 140 mmol Cl per L treatments.

The average hydraulic conductivity \( (K_s) \) of the aquatic peat sediment was on average 2.8 times higher \( (p < 0.01) \) in enclosures with increased surface water salinity (Figure 4). This increase appeared not to be affected by the method used to calculate \( K_s \); all methods fitted the data well (in 95% of all \( K_s \) estimates, the Willmott index of agreement between observed and modeled hydraulic head exceeded 0.94), but showed a significant effect of salinity. Compared with the BR method with Zlotnik shape factor \( (F_{ZGD}) \), however, the Hvorslev method yielded conductivity estimates which were 24% larger \( K_s \) \( (p = 0.25) \); and the BR method (without \( F_{ZGD} \)) yielded a 28% lower \( K_s \) \( (p = 0.08) \) (see Figure 4).

3.2 Effects of surface water salinization on sediment biogeochemistry

Increased surface water salinity had a significant impact on chemical composition and biogeochemical processes in the aquatic
sediment. Cl concentrations not only increased significantly \( (p < 0.005) \) up to the treatment level in the top layer but also deeper in the sediment, up to 30 mmol/L Cl, 20% of the treatment level (Figure 5). After 2.5 to 3 years of surface water salinization the pore water Cl concentration in the salinity treatment was increased to the treatment level up to a depth of 15 cm and was still significantly increased \( (p = 0.004) \) at a depth of 60 cm. Similar patterns were found for cations (Sodium, Magnesium, Calcium, Potassium; data not shown). Pore water Cl concentrations in the control treatments remained around 12 mmol/L in the depth profile and even showed a minor decrease in the upper 5 and 15 cm. In the high salinity treatment, both pore water total S concentration as well as sulfide concentration were increased (at a depth of 5 to 10 cm from about 0.4 to 5.0 mmol/L \( (p = 0.003) \) for total S and from 0.13 to 4.9 mmol/L \( (p = 0.01) \) for sulfide (Figure 5). In contrast, pore water methane \( (\text{CH}_4) \) concentrations were strongly decreased (from 0.8 to 0.047 mmol \( \text{CH}_4 \) per L, >90% decrease in the top layer) up to a depth of at least 30 cm in the salinity treatment \( (p < 0.005) \) (Figure 5). Pore water depth profiles were not collected in the two intermediate salinity treatments; pore water

**FIGURE 3** (a) The average water volume at the start of the experiment \( (t = 0 \text{ months}) \) and after 3 years \( (t = 37 \text{ months}) \) for the control treatment (0.9 PSU, 14 mmol/L Cl) and increased salinity treatment (9 PSU, 140 mmol/L Cl), \( (+/− \text{ S.E.M., } [n = 4]) \). (b) and (c) the average final enclosure volume \( (\text{error bars represent } +/− \text{ S.E.M., } [n = 4]) \) for both salinity treatments and for two additional intermediate salinity treatments (31 and 64 mmol/L Cl) plotted against the pore water chloride concentration and the pore water methane concentration respectively.

**FIGURE 4** Effect of salinity treatment (colors) in slug test on average saturated hydraulic conductivity \( K_s \) for three analysis methods; \( H = \text{Hvorslev (Hvorslev, 1951), BR = Bouwer–Rice (Bouwer & Rice, 1976), ZGD = Bouwer–Rice with shape factor conform Zlotnik et al. (2010), (error bars represent } +/− \text{ S.E.M., } [n = 3]) \)

**FIGURE 5** Depth profiles for pore water concentrations in the aquatic sediment (a) chloride, (b) total sulphur, (c) sulfide, and (d) methane in mmol/L, for control treatment (○) and 140 mmol Cl per L salinity treatments (●) 37 months after the start of the experiment. * \( p < 0.05 \); note different scales for the x-axes. (error bars represent } +/− \text{ S.E.M., } [n = 4])
samples at 10 cm depth were analyzed and showed intermediate effects and are therefore not discussed in more detail.

4 | DISCUSSION

4.1 | Possible mechanisms explaining increased hydraulic conductivity due to salinization

The striking negative correlation between salinity and change of enclosure volume through time presented in this study was unexpected. The decreased volume of the flexible enclosure as a result of increased surface water salinization can be caused by several processes.

First, increased salinity may increase water density and might thereby enhance vertical (downward) water flow (Holzbecher, 1998). In the present study, the water density increased from 1000.646 kg/m³ in the control treatment to 1007.735 kg/m³ in the highest salinity treatment. Based on Darcy’s Law this would lead to a 0.7% increase in vertical water flux (assuming similar viscosity, temperature of 20°C and permeability, but different water density for the control and increased salinity treatment). As we found that the increased salinity treatment induced an 83% increase in hydraulic conductivity (Figure 4), the contribution of increased water density to the observed enhanced vertical water flow can only be marginal.

Second, increased surface water salinity may influence the evaporative water losses from the surface water. Increased salinity would, however, have decreased evaporation rates due to increased attraction of solvent molecules in the water (Salhotra, Adams, & Harleman, 1985).

Thirdly, a physical explanation of increased hydraulic conductivity in peat soils with increased salinity could be the process of pore dilation. Dilation of macro pore spaces is caused by the flocculation of the organic acids located on the surfaces of peat fibers as a result of an increased salinity. By modifying the pore water chemistry, increased salinity alters the physical properties of the sediment and can influence the hydraulic conductivity in peat soils (Hoag & Price, 1997; Ours et al., 1997). The effect of pore dilation on Ks was further studied by Comas and Slater (2004), who established a quantitative relation between the electric conductivity (EC) and Ks for peat soils (\(K_s = K_0 [EC]^{0.3}\), with \(n\) varying from 0.25–0.30). Based on Comas and Slater (2004), we estimated the maximum contribution of pore dilation to the observed salinity induced changes in Ks using Equation 5.

\[
K_s = K_0 [EC]^{0.3} \tag{5}
\]

Here, \(K_0\) represents the Ks at an EC of 1 S/m, which was estimated from the average Ks and EC in the control treatment. Following this formulation, the contribution of pore dilation on the Ks due to increased EC (in the present study an increase in EC from 0.19 S/m to 1.84 S/m) was estimated to cause a 97.6% increase in the high salinity treatment relative to the control treatment (factor 1.98). The relative increase in Ks found in the present study in the high salinity treatment relative to the control treatment is however 179.2% (a factor 2.97). This indicates that, even though pore dilation alone can explain a substantial part of the Ks increase, 82% of the increase in Ks found in the present study remains unexplained. This large unexplained part of the increase in Ks suggests that other mechanisms could also play an important role.

Fourthly, biogeochemical processes may have influenced the hydraulic conductivity (Ks) in the hyporheic zone. Surface water salinization was shown to have a large impact on sediment biogeochemistry in the present study (Figure 5), not only leading to an increase of Cl and sodium but also to an increase of S concentrations (Weston et al., 2006, Van Dijk et al., 2015, Herbert et al., 2015). These increased S concentrations increase sulfate reduction rates, as shown by the strong increase in pore water sulfide concentrations (Figure 5). As demonstrated in several previous studies (Barlett, Bartlett, Hariss, & Sebacher, 1987; Denier van der Gon & Neue, 1995, Lamers et al., 2002b, Baldwin et al., 2006), increased sulfate concentrations in anaerobic, organic matter rich conditions result in increased sulfate reduction and increased sulfide concentrations. Compared with Cl (which can be used as an inert tracer), the total S concentration shows a less strong increase in the top of the sediment of the increased salinity treatment. The missing part of the total S concentration in the pore water must have been transformed to sulfide by the sulfate reducing microorganisms, indicated by increased sulfide concentrations in the top layer (Figure 5). The sulfide produced is released to the water layer or atmosphere or bound to iron as FeS, in the sediment. Increased salinity significantly decreased pore water methane concentrations (94–78% decrease in the top 30 cm of the aquatic sediment), also indicated in the correlation in Figure 3 and 5, showing a negative correlation between pore water Cl and methane concentrations (\(R^2 = 0.93\)). This can be explained by the direct effect of increased sulfate availability on methanogenesis. Thermodynamically, sulfate reduction is a more favorable process than methanogenesis (Segers, 1998). Sulfate-reducing bacteria therefore outcompete methanogens for access to organic substrates, which suppresses methanogenic activity when sufficient sulfate is present (Lamers, Farhoush, Van Groenendaal, & Roelofs, 1999, Smolders, Tomassen, Lamers, Lomans, & Roelofs, 2002). Additionally, methanogenic activity may also be hampered due to physiological (osmotic) salt stress (only on the short term; Chambers, Reddy, & Osborne, 2011) or sulfide toxicity (Cappenberg, 1975), reducing the methane production even further.

Decreased methanogenesis and consequential lower pore water methane (\(CH_4\)) concentrations decrease the formation of \(CH_4\) gas bubbles. Due to the very low solubility of methane in sediment pore water, accumulation and resulting oversaturation of \(CH_4\) likely resulted in the formation of \(CH_4\) gas bubbles in the pores of anaerobic peat soils including aquatic sediments. Methane gas bubbles are known to produce an upward pressure in the pore water of peat soils, which in combination with air pressure variations may lead to \(CH_4\) ebullition (Kellner, Price, & Waddington, 2004, Kellner, Baird, Oosterwoud, Harrison, & Waddington, 2006, Kettridge, Kellner, Price, & Waddington, 2012). Upward moving \(CH_4\) gas bubbles can get stuck in the dense structure of peat soils (i.e., Kellner et al., 2004), such as \(Sphagnum\) peat in our case and thereby reduce water movement. Increased occurrence of \(CH_4\) gas bubbles and \(CH_4\) ebullition can therefore decrease the hydraulic conductivity of organic rich sediments such as the hyporheic zone in the control treatment of the present study (Baird & Gaffney, 1995; Baird & Waldron, 2003; Reynolds, Brown, Mathur, & Overend, 2003).
1992; Strack, Kellner, & Waddington, 2005). Literature reports large decreases in the hydraulic conductivity of peat soils as a consequence of increased gas bubble content; Baird and Waldron (2003) report a decrease by a factor two, while Reynolds et al. (1992) found a decrease by a factor four. Although the hydraulic conductivity in peat soils can vary greatly due to large variations in peat quality, bulk density, and rate of decomposition (e.g., Boelter, 1969; Chason & Siegel, 1986; Stofberg et al., 2016), gas bubbles may affect the hydraulic conductivity in a wide range of peat soils.

Apart from methane, other gas bubbles (sulfide, nitrogen gas, and entrapped air) can also influence the hydraulic conductivity modifying groundwater flow (Beckwith & Baird, 2001; Marinas, Roy, & Smith, 2013). Increased nitrogen gas content is, however, not expected in the present study. As sulfide is more soluble than methane gas (solubility of sulfide: 0.46 grams of gas dissolved in 100 g of water, solubility of methane: 0.0026 g of gas per 100 g of water, both at 15°C when the total pressure above the solution is 1 atm. (Gevantman, 1999)), the effect of the increased sulfide concentration is expected to be lower. Field observations (Gijs van Dijk) indicate that almost no ebullition occurs in the high salinity treatments whereas much ebullition was observed in the control enclosures, which underlines that the increase in sulfide does not lead to increased ebullition.

In the increased salinity treatments the strong decrease (by 78–94%) of pore water methane concentrations will therefore very likely have enhanced hydraulic conductivity. Additionally, at the start of the experiment, the increase in salinity may also have decreased the solubility of CH₄ in the pore water (Yamamoto, Alcauskas, & Crozier, 1976), thereby enhancing the formation of CH₄ gas bubbles and stimulating CH₄ ebullition. In combination with the formation of larger pores (pore dilation) and the reduced production of methane this may have led to an accelerated loss of CH₄, enhancing hydraulic conductivity, also indicated by the strong relation between pore water methane concentration and the enclosure volume (R² = 0.99, Figure 3c).

4.2 Effect of slug test analysis methods on the hydraulic conductivity estimates

Repeated measurements per location yielded very reproducible estimates of the hydraulic conductivity (median deviation among three replicates per location was 3%). The hydraulic conductivity estimates in this study are in the range of other Kₛ values for moderately decomposed Sphagnum peat, generally between about 0.01 and 50 m/d (Baird et al., 2008; Nijp, 2015; Surridge et al., 2005; Whittington & Price, 2006). The increased salinity treatment values are in the higher end of the hydraulic conductivity range observed for comparable peats. However, different methods used to analyze slug test data generated different hydraulic conductivity estimates.

Typically, the interest of eco(hydro)logists lies in hyporheic zone or in the unconfined (i.e., rainwaterfed) aquifer, as this is the zone with most ecological and biogeochemical activity. A filter fully penetrating an aquifer or placed in the center of an aquifer, an assumption for the Hvorslev (1951) method, is often less relevant and less practical. In addition, the performance of the Bouwer and Rice (1976) approach may be limited for many realistic field applications, as the empirically developed equations for the shape factor are relatively inaccurate for piezometers with a small filter length relative to the filter diameter (Brown et al., 1995; Hyder & Butler, 1995; Zlotnik et al., 2010). More recently, Zlotnik et al. (2010) developed an analytical closed-form expression for the shape factor in the BR method. This general shape factor enables the analysis of slug tests with the full range of possible and more eco(hydro)logically relevant piezometer geometries and positioning within aquifers. In this study, not accounting for the specific positioning and partial penetration of piezometer filters by employing the Hvorslev method resulted in an overestimation of saturated hydraulic conductivity estimates of the hyporheic zone (in this study of about 23%) as compared with the BR approach with the Zlotnik shape factor, which matches well with results by Hyder et al. (1994) and Nijp (2015). The application of the BR slug test analysis, in which the positioning and partial penetration of piezometers is accounted for with empirical equations (Bouwer & Rice, 1976), resulted in an underestimation of Kₛ of about 28.2% (as compared with the BR approach with the Zlotnik shape factor). Although differences among slug test analysis methods were not significantly different, likely due to small samples size (n = 3), we recommend to use the BR approach in combination with the general shape factor presented by Zlotnik et al. (2010) to estimate the hydraulic conductivity in the hyporheic zone.

4.3 Consequences of salinization on the hydrology of coastal wetlands

In this study, we show that increased salinity significantly increased the hydraulic conductivity in the hyporheic zone of a coastal wetland in a long term controlled field setup. It is important to include this strong salinity-induced increase in hydraulic conductivity, into account in hydrological model simulations related to salinization effects. Especially coastal wetlands and other anaerobic sediments rich in organic material with potential methanogenic activity, susceptible to future salinity changes, are sensitive to such changes.

Salinization of deeper aquifers and surrounding areas can have major biogeochemical, agricultural and ecological consequences, influencing the nutrient, carbon, and S cycle (Herbert et al., 2015; Van Dijk et al., 2015). In peat aquifers with net infiltration and high methanogenic activity, increased salinity in the hyporheic zone might on the long term result in a nonlinear positive feedback where water infiltration becomes increasingly enhanced by salinity-induced increased hydraulic conductivity. This might result in an increased net infiltration from coastal wetlands to underlying aquifers and surrounding areas or losses through preferential flow paths and saline hotspots similar to those observed by De Louw, Vandenbohede, Werner, and Oude Essink (2013) and De Louw, Oude Essink, Stuyfzand, and Van der Zee (2010) for other soil types, although, at present it is unknown if results found in the present study are also applicable on a situation with saline water intrusion via the aquifer. For the present study area, these processes will probably be small due to the presence of thick clay layers. Changes of the hydraulic conductivity in the hyporheic zone, being a hotspot for biogeochemical and microbiological processes, can have a major impact on nutrient, S and, carbon cycles and the organisms living in this zone.
5 | CONCLUSION

Although an increase in salinity is known to increase the hydraulic conductivity of mineral soils (Frenkel, Goertzen, & Rhoades, 1977; Mandal et al., 2008; McNeal, 1967; Singh, Singh, Tiwari, & Dwivedi, 2011; Zhu, Ye, Chen, Chen, & Cui, 2013), the strong effect of salinity on the hydraulic conductivity in organic soils has to our knowledge not been shown in earlier studies. This effect is probably due to the combination of physicochemical effects (pore dilatation) and biogeochemical effects (depressed methanogenesis).

An extrapolation of the findings in the present paper, based on a long term field experiment, on a landscape scale is difficult to make. Our study, however, shows that increased salinity not only influences physical and biogeochemical processes but as a result also affects hydrological processes in the phreatic layer. Our study also provides a robust methodological approach for measuring influences of physical and biogeochemical processes on the hydraulic conductivity. Future models and predictions of effects of climate change and increased salinization induced by sea level rise on water resources would therefore benefit from incorporating both physicochemical and biogeochemical processes. This would improve our understanding of the effects of increased salinity on hydrological processes. Our findings stress the need for an interdisciplinary approach to understand processes in terms of multiphase (liquid–gas) flow with shifting chemical equilibria in the hyporheic zone of wetlands threatened by salinization.
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